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• Jim Gray introduced me to CIDR & HTPS

• CIDR & HPTS have much in common
– Amazing group of people

– New ideas not always fully vetted

• My first HPTS was 27 years ago

• The first CIDR was 20 years ago

• Talks & conversations have deeply 
influenced me
– Ideas, presentations but, even more, the 

discussions between sessions

Why I’m Here
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Where Have I Been?

• If CIDR & HPTS are so important, where have I been?

• 2012 to 2021 around the world in a small boat
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– Worked full time at AWS

– Only in Seattle  3 to 4 
times/year

– Incredible experience

– Memorable satellite bill :-)

• Great to be back at CIDR!



Constraint-Driven Innovation
• Constraints force innovation

– Incredibly poor HDD IOPS has driven storage engine & 
logging innovation

– Memory Chasm drives cache conscious data structures

– Poor storage B/W drives Indexing & materialized views

• But constraints also block innovation

– In-memory DBs proposed in 80s didn’t happen for 20 years

– H/W pace of innovation increasing & fundamentally 
changing what is possible in DB engines

• Talk focuses on innovations possible as constraints fall

– I see great opportunity in H/W DB acceleration
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Open Source Databases

• Constraint: Research community access to DB source 

• Open source available, but years to gain critical mass

– 1995: MySQL

– 1996: PostgreSQL

• Many smart people innovating on these code bases

– Originally not competitive with commercial DBs

– Price/performance attractive & technology improved rapidly

• Constraint lifted: Healthy open source ecosystem 

– Enables broad R&D contributions outside commercial DBs
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• Stonebraker thesis: App-
specific DBs 10x faster

– Simple ideas can deliver the 
most profound impact

– Unleashed 2 decades of 
innovation

2005: One Size Doesn’t Fit All 
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• Constraint: Complex admin limits most to 1 DB variant



• Constraint: Admin complexity of multiple DBs

• Cloud computing reduces admin overhead

– Cloud service handles DB administration

– Less overhead to use workload-optimized DBs

• Innovation: >19 database services at AWS
– OS Relational: Aurora, MySQL, PostgreSQL, MariaDB

– Commercial: SQL Server, Oracle, DB2

– DW/Analytics: Redshift, Athena

– NoSQL: DyamoDB, DocumentDB, Keyspaces

– Graph DB: Neptune, Tinkerpop,

– Time Series: TimeStream

– In-Memory: ElastiCache, OpenSearch, MemoryDB, Redis

Application-Specific DBs
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2011: Systems & DB Evolve Together

• Constraint: DB scaling

• MapReduce brought new 
DB/Analytics researchers

– MapReduce scales but brute force

– No SQL & missing 30 year-old 
optimizations

– Testy relationship at first 

• Constraint lifted:

– MapReduce/Spark & RDBMS 
evolve towards each other

– Increased pace of innovation
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Separation of Compute & Storage

• Constraint: Compute & storage on same server

– Most on-premise DBs are monolithic

– QP, Optimizer, Execution engine, storage engine, & storage 
all on same server

• Cloud enables separation

– More servers yields little increased complexity to customers

• Innovations enabled:

– Query compilation & execution can scale & fail 
independently of storage

– Storage can span availability zones (datacenters) for much 
higher durability and availability
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Object Store as DB Primary Store

• Constraint: Shared disk architectures difficult to scale

• Cloud object store scales wildly beyond any shared disk system
– Latency constraint remains: old DB tricks to hide HDD latency also 

effective at hiding object store latency

• Innovations enabled:
– Rapid new cluster creation, resize, ~100msec fault recovery

– Read replicas can be created at will

– Node failure recovery easy and fast

– Multiple different-sized clusters can operate on same data

• 2012: Snowflake delivered cloud-optimized database 
– Storage layer was Amazon S3

– Highly durable storage (11 9s design)
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High-Precision Clocks
• Constraint: Cross-server clock skew

• Precision clocks now economic
– Google TrueTime <7 ms for Spanner

– Amazon Time Sync Service: <100 usec

– Both good enough & both easy to improve

• Bounded clock error doesn’t roll back CAP Theorem
– But enables numerous very useful innovations

– Partitions still (rarely) occur in private networks

• Innovations enabled:
– Consistent cross datacenter/continent MVCC snapshots

– Low clock skew allows practical & useful transaction rates

• Much higher clock accuracy easily within reach supporting 
much lower latency transactions
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Cooperative Memory Oversubscription
• Constraint: Memory doesn’t virtualize well

– The industry has successfully virtualized storage

– And distributed workloads over multiple servers

– But memory virtualization hasn’t been effective
• NUMA near-to-far memory ratios >2.0 super hard to hide

• DB out-of-memory impact high

– So, memory usually overprovisioned

• Innovation: Oversubscribe memory

– DB can request more/less memory

– Manage resource conflict via DB & O/S live migration

– Innovation used in Amazon Aurora DB service
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Database Cost

• Constraint: Database HW & SW costs

• Traditional transactional systems scale with business growth

– Purchases, ad impressions, pages served, etc.

– Machine-to-machine transactions scale limited only by value of 
transaction & cost to process

• Warehouse & analytical use scales inversely with cost

– Lower costs supports more data & deeper analysis

• Constraint lifted: Rapidly declining cost of computing

– H/W innovation & cloud computing economies of scale
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Cloud Scale Feeds Innovation
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• Cloud scale supports H/W R&D, which drives 
innovation, which further drives scale

• AWS examples:
– Custom server designs

– Custom network designs

– Custom semiconductors
• Nitro service, storage, security & network offload

• Graviton server CPU

• Inferentia ML inference processor

• Trainium ML training processor



Custom Servers
• AWS has designed & developed custom 

servers for more than a decade
– Reduced cost

– Multi-source contract manufactures

– Full control of supply chain

– Proprietary security features

– Key: Workload-specific optimization
• Volume drives specialization

• ML is most radical example & shows 
what is possible for DB
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Custom General Purpose CPUs

• “AWS Custom H/W” doc review in 2013
1. Arm will yield a great server processor

2. Server innovation is moving on-package

• Device & IoT volume supports R&D
– In 2021 Arm crossed 215B processors

– I first blogged in 2009

• Graviton 4: +30% perf over Graviton 3

– 74B transistors

– 96 Arm Neoverse V2 Cores

– 64k L1 / 2MB L2

– 12 DDR5 lanes

– 7-die multi-chip package
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Custom ASIC: Nitro

• First AWS ASIC
– Private server in every server

• Nitro features:
– Network H/W offload with RDMA

– Storage H/W acceleration

– H/W protection & security

– Hypervisor offload

• Many parallels with mainframe design points
– I/O offload to dedicated Channel Processors

– RAS & admin offload to Service Processor

• Over 20 million installed
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Machine Learning Training
• Technology growth of >2x brings mass innovation

– Most I’ve seen since data-warehousing in 90s

• Important to database in 3 ways:
– ML used to implement DB features

– ML features most efficient when integrated into DB

– Shows what is possible with domain-specialized hardware
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Amazon Q

• AWS GenerativeAI Assistant 
– In the console, IDE, and documentation

– Trained on 17 years of AWS knowledge

• Explore new AWS capabilities, technologies, & architect 
solutions
– Code Whisperer to assist code development

• Java version upgrades

• Windows .Net to Linux migrations

• Reporting & Analytics: Q for Quicksite

• Find & summarize docs across org

• Troubleshoot, build new features, and upgrade apps
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Current Gen Nvidia: H100
• EC2 P5 Instance type

– 6RU, multi-chassis server

– Peak power 12.6 kW

• 8 PCIe attached NVIDIA H100 GPUs
– Massive 814 mm^2 in TSMC N4 Process

– 18,432 Cuda cores each – 147,456 cores across full server

– 3,026 TFLOPS @ FP8

– ~$30,000 each H100

– 1/3 of million dollar servers

• Mem: 640GB HBM3 + 2,000GB 

• 3,200 Gbps RDMA network

• 8x 3.84 TB NVMe SSDs
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Nvidia H100

EC2 P5 Instance



High Scale ML Training
• Example training run from earlier this year (1 gen old)

• 200B param dense model trained on 4T tokens

– 1,720 P4d nodes (13,760 Nvidia A100)

• 48 day training time (including node faults)

– ~$65M training cost

– 10.3MW & 11.9 GWhr

• Strategy:
– Tensor || within 8 GPU server

– Pipeline ||with depth of 40 nodes

– Data || across 43 pipelines

– Global batch size ~4M tokens

• Training runs soon to cross $1B
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Trainium Servers

• EC2 Trn1 instance type
– Announced 2020

– 16 Trainium ASICs

– 512GB HBM2 memory

– 800Gbps networking

– Stochastic rounding

• Similar application specialization could apply to DB
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• EC2 Trn2 instance type
– Announced 2023

– 16 Trainium2 ASICs

– 1,536GB HBM3 memory

– 3,200Gbps networking

– Stochastic rounding



CPU DRAM LAN Disk

Annual bandwidth improvement 
(all milestones)

1.5 1.27 1.39 1.28

Annual latency Improvement 
(all milestones)

1.17 1.07 1.12 1.11

Storage & Memory B/W lagging CPU

• Constraint: Power consumption & data availability

• CPU bandwidth out-pacing memory & storage

– Disk & memory getting “further away” from CPU

– Powered CPU cores have no value without data

– All workloads are “data constrained”

• These constraints aren’t going away
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Source: Dave Patterson: Why Latency Lags Bandwidth and What It Means to Computing

Memory wall Storage Chasm



Limits to Computation

• Processor cycles are cheap & getting cheaper

• What limits the application of infinite cores?
1. Data: inability to get data to processor fast enough

2. Power: cost rising and will dominate

• Most sub-Moore attributes need most innovation
– Infinite processors require infinite power

– Getting data to processors in time to use next cycle:

• Caches, multi-threading, ILP,…

• All techniques consume power

• All off chip techniques consumes considerably more power

• Power & data movement key constraints to DB
– We’ve enjoyed a wonderful period of constraint removal

– But we’ll need to innovate around these unchanging constraints
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Closing
• This is the golden age of DB innovation

• Many traditional constraints have fallen
– Cloud computing

– Open source

– Hardware specialization

• ML central to DB going forward
– Optimizers, index creation, materialized views, …

– ML customer-facing features

• ML shows opportunities with H/W specialization
– Big database innovations still coming 
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Constraint-Driven Innovation
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Slides: mvdirona.com/jrh/work

Email: james@amazon.com 

Blog: perspectives.mvdirona.com 

Questions?

http://mvdirona.com/jrh/work
mailto:James@amazon.com
http://perspectives.mvdirona.com/
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